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Abstract 

The outbreak of epidemics, the rise of religious radicalization, or the motivational 
influence of fellow students in classrooms are some of the issues that can be described 
as diffusion processes in heterogeneous groups. Understanding the role that interaction 
patterns such as homophily, or segregation, play in the diffusion of certain traits or 
behaviors is a major challenge for contemporary societies. Here, we study the effects on 
diffusion processes of mixing (or segregating) two different groups – one group that is 
more sensitive or prone to “infection” or adoption, and the other which is more resistant 
–. In some cases we find non-monotonic effects of mixing, and Pareto inefficient 
segregation levels, e.g., situations where an increase in mixing can benefit both groups. 
These findings have fundamental consequences for the design of inclusion policies. 
 

Significance Statement 

Humans belong to different groups according to race, gender, age, abilities, preferences, 
etc. Most kinds of human interactions are biased in the sense that they can take place 
preferentially between individuals of the same group (homophily) or, conversely, 
between individuals of different groups (disassortative mixing). Social policies can be 
implemented to modify the level of mixing between different groups. We study the 
effect on diffusion processes -such as the adoption of a particular behavior or the spread 
of an illness- of mixing two groups with different propensities for adoption. We show 
that this effect is not always simple and there can be inefficient mixing levels, such that  
both groups can be better off by modifying the mixing level. 
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Text 

Introduction 

 The adoption of new products, the spread of ideas, the transmission of diseases and 
other diffusion-dependent processes are shaped by the patterns of interaction between 
individuals with different susceptibilities to contagion or adoption (1–3). The influence 
of peers with different abilities or belonging to different groups also determines the 
adoption of behaviors in teams of workers in firms or students in classrooms (4, 5). 
Identifying the main features in the interaction structure that can foster or restrain the 
adoption of a given trait is a key consideration in network theory (6–15).  

Here we study the variations on expected diffusion levels caused by a change in 
the degree of mixing or segregation between sensitive individuals (agents with a high 
propensity to adopt) and resistant individuals (agents with a low propensity to adopt). A 
particularly interesting case arises when group propensities are such that there are 
Pareto inefficient mixing levels, i.e. situations in which a change in the mixing level can 
improve the outcomes for both groups in the population. 

Many social interactions exhibit significant homophily based on characteristics 
such as race, age, profession, etc. (16, 17). In contrast, other relationships (i.e., buyer-
seller networks) are characterized by a high degree of heterophily or disassortative 
mixing. Regardless of the observed pattern of interaction in a population, a social 
planner could potentially modify this interaction by implementing specific goal-directed 
policies. Examples include health care programs to promote interactions between 
individuals of similar health characteristics (18), and compositional classroom designs 
to encourage school students with high academic ability to interact with students of 
lower ability (19, 20). The key question, then, is how changes in between-group 
interaction levels affect each group.  

 

Qualitative results 

We present a simple diffusion model which shows that the answer to the last question 
can be context dependent, consistent with the different evidence obtained in empirical 
and simulation studies (5, 19, 20). As a representative situation, imagine the case of an 
infectious disease spreading in a population composed of two distinct groups of agents 
(Fig. 1): a sensitive group (red) and a resistant group (blue). What are the consequences 
of increasing the level of mixing between the groups (i.e., the fraction of links between 
individuals belonging to different groups), while keeping constant the average level of 
individual interaction? One might intuitively predict that the infection levels in both 
groups should approximate, with an increase of infections in the resistant group and a 
decrease of infections in the sensitive group. Thus, all mixing levels would be Pareto 
efficient: the sensitive group would always benefit from higher between-group 
interactions, whereas the resistant group would always be harmed by it. However, we 
show that, while the first part of this intuition holds true (infection levels do become 
similar), the second part is not always true, since there can be inefficient mixing levels. 
In other words, we find situations for which an increase in between-group interaction 
leads to non-monotonic effects in one of the groups and, possibly, to a reduction of 
infections in both groups (Fig. 1, case B).  
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The underlying reason for this paradoxical effect is the feedback loop created 
between groups: from an initial stable situation corresponding to a given mixing level 
(e.g., 60% mixing in the scenario corresponding to case B in Fig. 1), increasing the 
interaction level between groups can be initially costly for the resistant group, which 
will initially meet more infected individuals. However, it can turn out to be beneficial 
for that same group once the returns from the positive effect induced on the other group 
are collected, and a new equilibrium is obtained in which both groups are better off.  

 

 

Fig. 1. Interaction structure and adoption levels as a function of mixing. Top, from left to right: 
segregated population case (m = 0), unbiasedly mixed population case (m = 0.5) and bipartite population 
case (m = 1). Bottom: Adoption levels in equilibrium for the resistant group (blue) and the sensitive group 
(red) as a function of the mixing level m for two different cases. In case B, the adoption level in the 
resistant group is a non-monotonic function of the mixing level, and Pareto inefficient mixing levels exist. 
Parameters {λ1, λ2} for the SIS model: Case A: {1, 2}, Case B: {0.55, 2}. 

 
The infection narrative constitutes a natural motivating example, but this 

framework can also be applied to the adoption of positive traits, and to questions such 
as: How does the market penetration of a new product depend on the degree of mixing 
between groups with different levels of willingness to adopt? How does the spread of a 
behavior like smoking depend on interaction patterns between groups with different 
propensities to smoke? Or, how does the internal organization of a classroom, where 
some students are easier to motivate than others, affect the overall level of motivation? 
In this last example, if we consider the related issue of ability sorting in schools – for 
which empirical findings are often controversial and sometimes even contradictory (5, 
19, 20) –, our model suggests a way of reconciling apparently opposing 
recommendations within one single coherent explanation: increasing the level of mixing 
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between students with high and low academic abilities will have a positive or negative 
effect depending on students’ responsiveness to the state of partners. 

 

Two-group SIS model 

The simplest model we consider is based on the Susceptible-Infected-Susceptible (SIS) 
contagion framework used in epidemiology (21, 22), extended to a population 
composed of two groups of equal size (23–26): one of the groups is the resistant group 
and the other the sensitive group. Agents can be in one of two possible states: 
“susceptible” or “infected”. In each time period, each agent interacts with another agent 
with probability p > 0 and, depending on the state of its partner, may become infected. 
Specifically, a susceptible agent in group i ∈ {1, 2} becomes infected with probability υi 
> 0 if it happens to interact with an infected agent. Otherwise, i.e. if the agent is already 
infected, this agent recovers and becomes susceptible again with probability δi > 0. Let 
m ∈ [0, 1] represent the mixing level, i.e., the probability that an interacting agent of 
one particular group meets an agent from the other group. Thus, m is the expected 
fraction of between-group interactions. As illustrated in Fig. 1, if m = 0, agents interact 
only with agents from their own group (this is the fully segregated society case), 
whereas if m = 1, agents interact only with agents from the other group (this is the fully 
bipartite society case). 

We use a continuous-time mean-dynamic approximation to study the evolution 
of the adoption levels in each group. To do so, let ρi denote the fraction of adopters 
(infected individuals) in group i. The evolution of ρi in each group over time is 
described by the following non-linear system of differential equations:  

 𝜌𝜌�̇�𝚤 = 𝑝𝑝𝜐𝜐𝑖𝑖(1 − 𝜌𝜌𝑖𝑖)[𝑚𝑚𝜌𝜌𝑗𝑗 + (1 −𝑚𝑚)𝜌𝜌𝑖𝑖] − 𝛿𝛿𝑖𝑖𝜌𝜌𝑖𝑖   

where i, j ∈{1, 2} and i ≠ j. Note that, here, the parameters p, υi and δi can be interpreted 
as rates instead of probabilities. We can rewrite these equations as: 

 𝜌𝜌�̇�𝚤 = 𝛿𝛿𝑖𝑖[𝜆𝜆𝑖𝑖(1 − 𝜌𝜌𝑖𝑖)[𝑚𝑚𝜌𝜌𝑗𝑗 + (1 −𝑚𝑚)𝜌𝜌𝑖𝑖] − 𝜌𝜌𝑖𝑖]   

where λi = (p υi / δi) represents the effective adoption rate for group i. The equilibria and 
the long-run predictions of this model can be characterized exclusively by three 
parameters: λ1, λ2 and m. Depending on the values of these parameters, the diffusion 
dynamics either converge from any initial state to the situation where there is no 
diffusion in either group, or present a positive, almost globally asymptotically stable 
state to which the system converges from any non-null initial fraction of adopters (26).  

The space of plausible effective adoption rates (λ1, λ2) ∈ [0, ∞) × [0, ∞) can be 
partitioned into different regions (see Fig.2) according to the effects that variations in 
the mixing level m cause on the positive equilibrium values for each group, and for the 
population average. In region A, the no-diffusion state is a global attractor. In region B, 
there is a threshold for the mixing level below which there is a positive, almost globally 
asymptotically stable state, leading to positive diffusion in both groups. Above this 
threshold, no diffusion occurs in the long term. In the remaining regions, the positive, 
almost globally asymptotically stable state exists for any non-null value of the mixing 
level m > 0.  
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Fig. 2. Regions of effective adoption rate values (λ1 and λ2) corresponding to qualitatively different 
effects of the mixing level m on equilibrium diffusion levels. The main graph (left) illustrates the different 
regions in the {λ1, λ2} plane. The accompanying graphs represent the stable equilibrium diffusion levels 
(blue for the resistant group, red for the sensitive group, and green for the average) as functions of m for 
{λ1, λ2} values corresponding to regions B, C, D and E. In region A there is no diffusion, as also happens 
in region B for large m. In regions B and C, the diffusion level for the resistant group is a non-monotonic 
function of m, with an interior maximum. In regions C and D, the average diffusion level is also a non-
monotonic function of m, with an interior maximum. In region E, the three diffusion levels are monotonic 
functions of m. The {λ1, λ2} values selected for the graphs are: B: {0.25, 2}, C: {0.3, 4}, D: {1, 4}, and E: 
{2, 5}. 

As mentioned above, the level of adoption in the resistant group (blue) in 
regions B and C is a non-monotonic function of m. This is a consequence of two 
opposing effects taking place simultaneously. First, the more intuitive effect, by mixing 
more with the sensitive group, which always has a larger number of adopters in any 
positive equilibrium, the number of adopters in the resistant group should increase. The 
second effect, however, is that as the sensitive group increases its between-group 
interactions, its adoption level decreases. This, in turn, creates a feedback loop effect on 
the resistant group such that, when the second effect is stronger than the first (i.e., when 
m is sufficiently high), the number of adopters in the resistant group decreases as 
mixing increases. Unlike that which occurs for the resistant group, the adoption level in 
the sensitive group always decreases with m. Consequently, Pareto inefficient mixing 
levels exist, wherein both groups would be better off at some other mixing level. For 
other combinations of effective adoption rates (regions D and E in Fig.2), all mixing 
levels are Pareto efficient; namely, an increase or decrease of mixing would always 
benefit one of the groups to the detriment of the other.  

 

Discussion 

Avoiding Pareto-dominated outcomes can be considered a generally desirable objective. 
In regions B and C (Fig. 1), this condition can rule out a wide range of non-efficient 
mixing levels but would generally not provide just one single optimal mixing level. A 
possible objective that a social planner could focus on would be to maximize the 
average diffusion. In such a case, and depending on the groups’ propensities (SI), the 
optimal mixing level can range from the totally segregated case (m = 0) to the bipartite 
case (m = 1). An alternative objective worth exploring would be to reduce the diffusion 
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difference between groups. To implement this, the bipartite case where all interactions 
are between groups (m = 1), is always the best structure (SI). However, it should be 
noted that this situation may be Pareto inefficient (see, e.g., the graph representative of 
region C in Fig. 1, assuming a positive trait). 

This analysis relies on a deterministic mean-dynamic approximation of a 
stochastic process, which provides a good approximation to the actual stochastic 
dynamics occurring in finite populations when those populations are large (27, 28). Via 
simulation (SI), we show the robustness of the reported results to different population 
sizes, as well as to the inclusion of some within-group heterogeneity. More importantly, 
the SIS model of contagion analyzed here can be extended to better address some more 
general situations, such as peer effects in classrooms, where it seems more reasonable to 
assume that the probability of switching from infected (motivated student) to 
susceptible (non-motivated student) also depends on the current state of partners. The 
qualitative effects that we have described here for the multi-group SIS model, namely 
the existence of situations where the equilibrium diffusion levels are non-monotonic 
functions of the mixing level m, as well as the existence of Pareto-inefficient outcomes, 
hold in this more general case (see SI).  

We conclude by emphasizing that selecting the best mixing level among 
heterogeneous groups depends not only on the desired objective, but typically on the 
effective adoption rates (or propensities) of each group, these being parameters that are 
well defined and potentially measurable. A ‘one-fits-all’ recommendation does not 
exist, meaning that the optimal policy could be very different for different contexts. 
Furthermore, the existence of inefficient mixing levels highlights the importance of 
estimating appropriately the relevant contagion parameters before embracing any 
particular policy.  
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A. Two-group SIS model. Results 

The system of differential equations describing the evolution of adoption in each group 

𝑖𝑖 ∈ {1, 2} over time is:  

 𝜌𝜌�̇�𝚤 = 𝑝𝑝𝜐𝜐𝑖𝑖(1 − 𝜌𝜌𝑖𝑖)[𝑚𝑚𝜌𝜌𝑗𝑗 + (1 −𝑚𝑚)𝜌𝜌𝑖𝑖] − 𝛿𝛿𝑖𝑖𝜌𝜌𝑖𝑖 (1) 

where 𝑚𝑚 is the mixing level, and where 𝑗𝑗 ∈ {1,2}, 𝑗𝑗 ≠ 𝑖𝑖, indicates the other group. In 

terms of the effective adoption rates, Eq. 1 is:  

 𝜌𝜌�̇�𝚤 = 𝛿𝛿𝑖𝑖[𝜆𝜆𝑖𝑖(1 − 𝜌𝜌𝑖𝑖)[𝑚𝑚𝜌𝜌𝑗𝑗 + (1 −𝑚𝑚)𝜌𝜌𝑖𝑖] − 𝜌𝜌𝑖𝑖] (2) 

The stationary states of Eq. 1 are the pairs of values (𝜌𝜌1,𝜌𝜌2) ∈ [0, 1]2 such that 𝜌𝜌1̇ = 0 

and 𝜌𝜌2̇ = 0. We are interested in the dynamics and the stationary states of Eq. 1 for 

0 < 𝜆𝜆1 < 𝜆𝜆2 and 𝑚𝑚 ∈ (0,1) - these assumptions will be kept throughout the analysis, 

with the extreme cases 𝑚𝑚 = 0, 𝑚𝑚 = 1 and 𝜆𝜆1 = 𝜆𝜆2 discussed in the proofs section.  

A1. Proposition 1 

If 𝜆𝜆2 > 1 and either 𝜆𝜆1𝜆𝜆2 > 1 or 𝑚𝑚 < 𝑚𝑚, where 𝑚𝑚 = 1 − 1−𝜆𝜆1𝜆𝜆2
𝜆𝜆2+𝜆𝜆1−2𝜆𝜆1𝜆𝜆2

, there is a 

positive globally asymptotically stable state in [0, 1]2\{(0,0)}. Otherwise the no-

diffusion state is globally asymptotically stable in [0, 1]2.  

As an immediate corollary, if 𝜆𝜆2 ≤ 1 the no-diffusion state is globally asymptotically 

stable. As a note, the same threshold 𝑚𝑚 can be found in (11) for local stability of the no-

diffusion state. 

Next we study the effect of the mixing level 𝑚𝑚 on the stable diffusion levels, within the 

range of positive values of 𝑚𝑚 where the stable positive equilibrium exists, i.e., for 

𝜆𝜆2 > 1, 𝑚𝑚 ∈ (0,1] if 𝜆𝜆1𝜆𝜆2 > 1 and 𝑚𝑚 ∈ (0,𝑚𝑚) if 𝜆𝜆1𝜆𝜆2 ≤ 1.  

Let 𝜌𝜌1𝐸𝐸  and 𝜌𝜌2𝐸𝐸  be the functions of 𝑚𝑚 in the indicated range that provide the 
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corresponding positive equilibrium value for each group. By analyzing the derivatives 

of 𝜌𝜌1𝐸𝐸  and 𝜌𝜌2𝐸𝐸  with respect to 𝑚𝑚 we obtain the following results for the positive 

equilibrium diffusion levels. 

A2. Proposition 2 

The stable positive equilibrium diffusion level in the sensitive group 𝜌𝜌2𝐸𝐸  is a strictly 

decreasing function of the mixing level 𝑚𝑚.  

Its maximum level, 𝜌𝜌2𝐸𝐸=1 − 𝜆𝜆2−1, corresponds to 𝑚𝑚 = 0. If 𝜆𝜆1𝜆𝜆2 > 1, 𝜌𝜌2𝐸𝐸  obtains its 

minimum value 𝜌𝜌2𝐸𝐸= 𝜆𝜆1𝜆𝜆2−1
 𝜆𝜆1𝜆𝜆2+𝜆𝜆1

> 0 at 𝑚𝑚 = 1. If 𝜆𝜆1𝜆𝜆2 ≤ 1, 𝜌𝜌2𝐸𝐸  decreases to 

lim𝑚𝑚→𝑚𝑚− 𝜌𝜌2𝐸𝐸 = 0.  

A3. Proposition 3 

For adoption rates 𝜆𝜆1 > �𝜆𝜆2
𝜆𝜆2−�𝜆𝜆2+1

, which is the case if 𝜆𝜆1 > 1, the stable positive 

diffusion level in the resistant group 𝜌𝜌1𝐸𝐸  is a strictly increasing function of the mixing 

level 𝑚𝑚 ∈ (0,1). The minimum level for 𝜌𝜌1𝐸𝐸 , corresponding to 𝑚𝑚 = 0, is lim𝑚𝑚→0+ 𝜌𝜌1𝐸𝐸 =

 Max(0, 1 − 𝜆𝜆1−1).  

For adoption rates 𝜆𝜆1 < �𝜆𝜆2
𝜆𝜆2−�𝜆𝜆2+1

< 1, the stable positive diffusion level in the resistant 

group 𝜌𝜌1𝐸𝐸  is a non-monotonic function of 𝑚𝑚 which increases from lim𝑚𝑚→0+ 𝜌𝜌1𝐸𝐸 = 0 , 

obtains a maximum value for some interior value of 𝑚𝑚 and then decreases either back 

to lim𝑚𝑚→𝑚𝑚− 𝜌𝜌1𝐸𝐸 = 0 if 𝜆𝜆1𝜆𝜆2 ≤ 1, or to 𝜌𝜌1𝐸𝐸 = 𝜆𝜆1𝜆𝜆2−1
𝜆𝜆1𝜆𝜆2+𝜆𝜆2

> 0 (at 𝑚𝑚 = 1) if 𝜆𝜆1𝜆𝜆2 > 1. 

Let 𝜌𝜌𝐸𝐸 = 1
2

(𝜌𝜌1𝐸𝐸 + 𝜌𝜌2𝐸𝐸) be the average diffusion level in the population in the stable 

positive equilibrium, which is a function of 𝑚𝑚 in the range in which the positive 

equilibrium exists: 𝜆𝜆2 > 1, 𝑚𝑚 ∈ (0,1] if 𝜆𝜆1𝜆𝜆2 > 1 and 𝑚𝑚 ∈ (0,𝑚𝑚) if 𝜆𝜆1𝜆𝜆2 ≤ 1. 

A4. Proposition 4 

If 𝜆𝜆1𝜆𝜆2 ≤ 1, 𝜌𝜌𝐸𝐸  is a decreasing function of m, with 𝑙𝑙𝑖𝑖𝑚𝑚𝑚𝑚→𝑚𝑚− 𝜌𝜌𝐸𝐸 = 0.  

If 𝜆𝜆1
3/4(𝜆𝜆2 + 1) ≥ 𝜆𝜆2

3/4(𝜆𝜆1 + 1), which requires 𝜆𝜆1𝜆𝜆2 > 1 and 𝜆𝜆2 > 3, 𝜌𝜌𝐸𝐸  is an 

increasing function of m.   

Otherwise 𝜌𝜌𝐸𝐸  is a non-monotonic function of m, first increasing and then decreasing, 
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which obtains an interior maximum. In this last case, the minimum average diffusion is 

obtained at 𝑚𝑚 = 1 if 𝜆𝜆1 < �𝜆𝜆2
𝜆𝜆𝑠𝑠−�𝜆𝜆2+1

, or at 𝑚𝑚 = 0 otherwise. 

A5. Proposition 5  

The difference between the stable positive diffusion levels in the sensitive and resistant 

groups (𝜌𝜌2𝐸𝐸 − 𝜌𝜌1𝐸𝐸) is a strictly decreasing function of the mixing level 𝑚𝑚. This difference 

is always positive for (𝜌𝜌1𝐸𝐸 ,𝜌𝜌2𝐸𝐸) ≠ (0,0). 

 

B. Proofs and auxiliary results for the two-group SIS model 

B1. Stationary states for 𝐦𝐦 = 𝟎𝟎, 𝐦𝐦 = 𝟏𝟏 or 𝛌𝛌𝟏𝟏 = 𝛌𝛌𝟐𝟐 

If m = 0, then each group is independent of the other and it is quick to check that the 

stationary states for group 𝑖𝑖 are 𝜌𝜌𝑖𝑖 = 0 and, if 𝜆𝜆𝑖𝑖 > 1, also 𝜌𝜌𝑖𝑖 = 1 − 𝜆𝜆𝑖𝑖−1. 

If m = 1 the stationary states can also be found directly by solving 𝜌𝜌1̇ = 0 and 𝜌𝜌2̇ = 0, 

leading to (𝜌𝜌1,𝜌𝜌2) = (0,0) and, if 𝜆𝜆1𝜆𝜆2 > 1, also (𝜌𝜌1,𝜌𝜌2) = ( 𝜆𝜆1𝜆𝜆2−1
𝜆𝜆1𝜆𝜆2+𝜆𝜆2

, 𝜆𝜆1𝜆𝜆2−1
𝜆𝜆1𝜆𝜆2+𝜆𝜆1

). 

For 𝜆𝜆1 = 𝜆𝜆2 the stationary states are (𝜌𝜌1,𝜌𝜌2) = (0,0) and, if 𝜆𝜆1 > 1, also 𝜌𝜌1 = 𝜌𝜌2 =

1 − 𝜆𝜆1−1. In this case the stationary states are not affected by the value of the mixing 

level 𝑚𝑚 ∈ (0,1].  

B2. Proof of proposition 1 

An analytical proof of proposition 1 can be derived from the multitype SIS model 

results in Rass and Radcliffe (26) or Lajmanovich and Yorke (29). Here we present an 

alternative approach that relies on graphical arguments, and which can be applied to 

some parameterizations of the extended model presented in section D. 

By substituting the values 𝜌𝜌1 = 0 and 𝜌𝜌2 = 0 in  Eq. 1, it is quick to check that the no-

diffusion state (𝜌𝜌1,𝜌𝜌2) = (0,0) is a stationary state. We will show that, under certain 

conditions, it is unique and globally asymptotically stable; otherwise, there is a unique 

positive stationary state which is almost globally asymptotically stable.  

Apart from the no-diffusion state, we can restrict the analysis of stationary states to the 

region (𝜌𝜌1,𝜌𝜌2) ∈ (0,1) × (0,1): at any stationary state the diffusion levels in each group 

must be less than one (note in Eq. 1 that if 𝜌𝜌1 = 1 then 𝜌𝜌1̇ < 0) and the only stationary 
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state in which the equilibrium value in some group is null is the no-diffusion state (note 

in Eq. 1 that, for 𝑚𝑚 > 0, 𝜌𝜌1̇ = 0 with 𝜌𝜌1 = 0 imply 𝜌𝜌2 = 0).  

For 𝜌𝜌2 ∈ (0,1) and 𝑚𝑚 ∈ (0,1), 𝜌𝜌1̇ is a second-degree polynomial in 𝜌𝜌1:  

𝜌𝜌1̇ = 𝛿𝛿1[−𝜆𝜆1(1−𝑚𝑚)𝜌𝜌12 + (𝜆𝜆1(1 −𝑚𝑚 + 𝑚𝑚𝜌𝜌2) − 1)𝜌𝜌1 + 𝜆𝜆1𝑚𝑚𝜌𝜌2] 

This polynomial is such that 𝜌𝜌1̇(𝜌𝜌1 = 0) = 𝛿𝛿1𝜆𝜆1𝑚𝑚𝜌𝜌2 > 0 and 𝜌𝜌1̇(𝜌𝜌1 = 1) = −𝛿𝛿1 < 0. 

Consequently, there is a unique value 𝜌𝜌1∗ ∈ (0,1) such that 𝜌𝜌1̇(𝜌𝜌1 = 𝜌𝜌1∗) = 0. Besides, 

𝜌𝜌1̇ < 0 if 𝜌𝜌1 ∈ (𝜌𝜌1∗, 1) and 𝜌𝜌1̇ > 0 if 𝜌𝜌1 ∈ (0,𝜌𝜌1∗). The equation 𝜌𝜌1̇ = 0 defines a 

"reaction" function 𝜌𝜌1𝑅𝑅: (0,1) × (0,1) → (0,1), (𝜌𝜌2,𝑚𝑚) → 𝜌𝜌1𝑅𝑅(𝜌𝜌2,𝑚𝑚), which provides 

the corresponding equilibrium diffusion level in the resistant group and which, for any 

fixed value of 𝑚𝑚, can be shown to be a continuous strictly increasing and strictly 

concave function of 𝜌𝜌2. [See B3] 

Likewise, 𝜌𝜌2̇ = 0 defines a reaction function 𝜌𝜌2𝑅𝑅: (0,1) × (0,1) → (0,1), (𝜌𝜌1,𝑚𝑚) →

𝜌𝜌2𝑅𝑅(𝜌𝜌1,𝑚𝑚), which, for any fixed value of 𝑚𝑚, is a strictly increasing and strictly concave 

function of 𝜌𝜌2.  

For any fixed value of 𝑚𝑚, a positive stationary state of Eq. 1 is an interior crossing point 

of the graphs of 𝜌𝜌1𝑅𝑅 and 𝜌𝜌2𝑅𝑅 in the 𝜌𝜌1 − 𝜌𝜌2 plane in (0,1) × (0,1) - See Figure 1 and 

Figure 2-. Since these two continuous functions can be easily extended to the compact 

[0,1] × [0,1] and are increasing and concave with respect to their first argument, there 

is a unique positive stationary state of Eq. 1 if and only if:   

  

Fig. S1. Reaction curves which do not meet at the origin: 𝐥𝐥𝐥𝐥𝐦𝐦𝝆𝝆𝟏𝟏→𝟎𝟎+ 𝝆𝝆𝟐𝟐
𝑹𝑹 > 𝟎𝟎 

 

𝜌𝜌1 

𝜌𝜌2 

𝜌𝜌1
𝑅𝑅  

𝜌𝜌2
𝑅𝑅  
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i) Either any of the graphs does not converge to the origin, which happens if 

lim𝜌𝜌1→0+ 𝜌𝜌2
𝑅𝑅 > 0 (as illustrated in Figure S1), or, otherwise,   

ii) The graph of 𝜌𝜌2𝑅𝑅 is above the graph of 𝜌𝜌1𝑅𝑅 near the origin, which happens if the 
product of the slopes near the origin is greater than one, i.e., if lim

𝜌𝜌1→0+
𝜕𝜕𝜌𝜌2𝑅𝑅

𝜕𝜕𝜌𝜌1
lim

𝜌𝜌2→0+
𝜕𝜕𝜌𝜌1𝑅𝑅

𝜕𝜕𝜌𝜌2
> 1 

(as illustrated in Figure S2). 
  

 
 

Fig S2. Reaction curves with slopes at the origin such that, besides the crossing point at the origin, there 
is an interior crossing point in [𝟎𝟎,𝟏𝟏] × [𝟎𝟎,𝟏𝟏] : 𝝆𝝆𝟏𝟏𝑹𝑹 is above 𝝆𝝆𝟐𝟐𝑹𝑹 near the origin. 

 

Almost global convergence of Eq. 1 to the positive stationary state when it exists, or, 

otherwise, global convergence of Eq. 1 to the no-diffusion state, follow from the 

analysis of the vector (𝜌𝜌1̇,𝜌𝜌2̇) in the different sub-regions of (0,1) × (0,1) obtained 

from the graphs of 𝜌𝜌1𝑅𝑅 and 𝜌𝜌2𝑅𝑅, as indicated in Figure S3. Note that sub-region A in 

figure S3 does not exist when there is no interior stationary state, and then there is 

global convergence to the origin.  

𝜌𝜌2
𝑅𝑅  

𝜌𝜌1
𝑅𝑅  𝜌𝜌1 

𝜌𝜌2 
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Fig. S3. Phase portrait schema for Eq. 1. The arrows next to the letters labelling each region and over the 
reaction curves indicate the positive components of the vector field at the interior of each region and at 
the reaction curves. 

 

Considering that  

lim
𝜌𝜌1→0+

𝜌𝜌2𝑅𝑅 (𝜌𝜌1,𝑚𝑚) = 𝑀𝑀𝑀𝑀𝑀𝑀(0,
𝜆𝜆2(1 −𝑚𝑚) − 1
𝜆𝜆2(1 −𝑚𝑚)

), 

and, if 𝜆𝜆2(1 −𝑚𝑚) < 1,  

lim
𝜌𝜌1→0+

𝜕𝜕𝜌𝜌2𝑅𝑅

𝜕𝜕𝜌𝜌1
lim

𝜌𝜌2→0+
𝜕𝜕𝜌𝜌1𝑅𝑅

𝜕𝜕𝜌𝜌2
=

𝜆𝜆1𝑚𝑚
1 − 𝜆𝜆1(1−𝑚𝑚)

𝜆𝜆2𝑚𝑚
1 − 𝜆𝜆𝑠𝑠(1 −𝑚𝑚)

, 

the conditions for the existence of the almost globally asymptotically stable interior 

stationary state are 𝜆𝜆2(1 −𝑚𝑚) ≥ 1 or 𝜆𝜆1𝑚𝑚
1−𝜆𝜆1(1−𝑚𝑚)

𝜆𝜆2𝑚𝑚
1−𝜆𝜆2(1−𝑚𝑚)

> 1, which are equivalent 

(See B4) to 𝜆𝜆2 > 1 and either 𝜆𝜆1𝜆𝜆2 > 1 or 𝑚𝑚 < 𝑚𝑚 = 1 − 1−𝜆𝜆1𝜆𝜆2
𝜆𝜆2+𝜆𝜆1−2𝜆𝜆1𝜆𝜆2

.  

B3. Strictly increasing and strictly concave reaction functions.  

From (2), let 𝐹𝐹𝑖𝑖 ≡ 𝜆𝜆𝑖𝑖(1 − 𝜌𝜌𝑖𝑖)[𝑚𝑚𝜌𝜌𝑗𝑗 + (1 −𝑚𝑚)𝜌𝜌𝑖𝑖] − 𝜌𝜌𝑖𝑖 

Note that 𝜌𝜌�̇�𝚤 = 𝛿𝛿𝑖𝑖𝐹𝐹𝑖𝑖. Solving 𝐹𝐹1 = 0 for (𝜌𝜌1,𝜌𝜌2) ∈ (0,1) × (0,1) and 𝑚𝑚 ∈ (0,1) 

provides the solution function  

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

A 

B C 

D 

𝜌𝜌2 

𝜌𝜌1 

𝜌𝜌2𝑅𝑅 

𝜌𝜌1𝑅𝑅 
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𝜌𝜌1𝑅𝑅 =
𝜆𝜆1(1 −𝑚𝑚 + 𝑚𝑚𝜌𝜌2) − 1 + �(𝜆𝜆1(1 −𝑚𝑚 + 𝑚𝑚𝜌𝜌2) − 1)2 + 4𝜆𝜆12𝑚𝑚(1 −𝑚𝑚)𝜌𝜌2

2𝜆𝜆1(1 −𝑚𝑚)
 

An implicit differentiation of 𝐹𝐹1 = 0 leads to  

𝜕𝜕𝜌𝜌1𝑅𝑅

𝜕𝜕𝜌𝜌2
= −

𝜕𝜕𝐹𝐹1/𝜕𝜕𝜌𝜌2
𝜕𝜕𝐹𝐹1/𝜕𝜕𝜌𝜌1

=
𝜆𝜆1𝑚𝑚(1 − 𝜌𝜌1)

𝜆𝜆1[𝑚𝑚𝜌𝜌2 + (1 −𝑚𝑚)𝜌𝜌1 − (1 −𝑚𝑚)(1− 𝜌𝜌1)] + 1
 

which, considering 𝐹𝐹1 = 0, simplifies to  

𝜕𝜕𝜌𝜌1𝑅𝑅

𝜕𝜕𝜌𝜌2
=

𝜆𝜆1𝑚𝑚(1 − 𝜌𝜌1)2

1 − 𝜆𝜆1(1−𝑚𝑚)(1− 𝜌𝜌1)2
 

Taking into account 𝐹𝐹1 = 0 again, the term 𝜆𝜆1(1 −𝑚𝑚)(1− 𝜌𝜌1)2 in the denominator is  

𝜆𝜆1(1 −𝑚𝑚)(1 − 𝜌𝜌1)2 =
(1 −𝑚𝑚)𝜌𝜌1

𝑚𝑚𝜌𝜌2 + (1 −𝑚𝑚)𝜌𝜌1
(1 − 𝜌𝜌1) < 1 

Consequently, 1 − 𝜆𝜆1(1 −𝑚𝑚)(1− 𝜌𝜌1)2 > 0 and 𝜕𝜕𝜌𝜌1
𝑅𝑅

𝜕𝜕𝜌𝜌2
> 0. 

To show that 𝜕𝜕
2𝜌𝜌1𝑅𝑅

𝜕𝜕𝜌𝜌22
< 0 note that the function 𝜕𝜕𝜌𝜌1

𝑅𝑅

𝜕𝜕𝜌𝜌2
= 𝜆𝜆1𝑚𝑚(1−𝜌𝜌1)2

1−𝜆𝜆1(1−𝑚𝑚)(1−𝜌𝜌1)2
 is increasing with 

respect to (1 − 𝜌𝜌1)2, while 𝜕𝜕(1−𝜌𝜌1𝑅𝑅)2

𝜕𝜕𝜌𝜌2
< 0.  

The proof for 𝜕𝜕𝜌𝜌2
𝑅𝑅

𝜕𝜕𝜌𝜌1
> 0 and 𝜕𝜕

2𝜌𝜌2𝑅𝑅

𝜕𝜕𝜌𝜌12
< 0 proceeds analogously.   

B4. Existence regions for the interior almost globally asymptotically stable 
stationary state.  

For 𝑚𝑚 ∈ (0,1) and 0 < 𝜆𝜆1 < 𝜆𝜆2 , the region satisfying   

 𝜆𝜆2(1 −𝑚𝑚) ≥ 1 (3) 

or  
𝜆𝜆1𝑚𝑚

1 − 𝜆𝜆1(1−𝑚𝑚)
𝜆𝜆2𝑚𝑚

1 − 𝜆𝜆2(1 −𝑚𝑚)
> 1 (4) 

is the same region satisfying   

 𝜆𝜆1𝜆𝜆2 > 1 (5) 

or  𝜆𝜆2 > 1 and 𝑚𝑚 < 𝑚𝑚 = 1 −
1 − 𝜆𝜆1𝜆𝜆2

𝜆𝜆2 + 𝜆𝜆1 − 2𝜆𝜆1𝜆𝜆2
. (6) 
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We will need some auxiliary results to prove this result. Note that, for 𝑚𝑚 ∈ (0,1) and 

0 < 𝜆𝜆1 < 𝜆𝜆2 :   

i) Any of the equations from Eq. 3 to Eq. 6 independently imply 𝜆𝜆2 > 1.  

ii) For 𝜆𝜆2 > 1 and 𝜆𝜆1𝜆𝜆2 ≤ 1, Eq. 4  ⟺  Eq. 6. It is quick to check that, for 𝜆𝜆2 + 𝜆𝜆1 −

2𝜆𝜆1𝜆𝜆2 > 0, Eq. 4 and Eq. 6 are the same condition. Besides, 𝜆𝜆1𝜆𝜆2 ≤ 1 implies 𝜆𝜆2 +

𝜆𝜆1 − 2𝜆𝜆1𝜆𝜆2 > 0, given that 𝜆𝜆2 + 𝜆𝜆1 − 2𝜆𝜆1𝜆𝜆2 ≥ 𝜆𝜆2 + 𝜆𝜆1 − 2�𝜆𝜆2𝜆𝜆1 = (�𝜆𝜆2 − �𝜆𝜆1)2 >

0.  

iii) If 𝜆𝜆2 > 1 and 𝜆𝜆1𝜆𝜆2 ≤ 1 then 0 ≤ 1−𝜆𝜆2𝜆𝜆1
𝜆𝜆2+𝜆𝜆1−2𝜆𝜆1𝜆𝜆2

< 1
𝜆𝜆2

 and, consequently, 𝑚𝑚 > 1 − 1
𝜆𝜆2

 

and Eq. 3 ⟹ Eq. 6.   

Here we have used the result 𝜆𝜆2 + 𝜆𝜆1 − 2𝜆𝜆1𝜆𝜆2 > 𝜆𝜆2(1− 𝜆𝜆1𝜆𝜆2). To show this, note that 

𝜆𝜆2 > 1(𝜆𝜆2 − 1 > 0)1 − 2𝜆𝜆2 > −𝜆𝜆22. Consequently,  

𝜆𝜆2 + 𝜆𝜆1 − 2𝜆𝜆1𝜆𝜆2 = 𝜆𝜆2 + 𝜆𝜆1(1 − 2𝜆𝜆2) > 𝜆𝜆2 − 𝜆𝜆1𝜆𝜆22 = 𝜆𝜆2(1 − 𝜆𝜆1𝜆𝜆2).  

Proof of the equivalence of regions:  

Eq. 3 ⟹ (Eq. 5 or Eq. 6). Suppose Eq. 3 holds. Then either Eq. 5 or 𝜆𝜆1𝜆𝜆2 ≤ 1 with 

𝜆𝜆2 > 1, in which case, because of iii), we obtain Eq. 6.  

Eq. 4 ⟹ (Eq. 5 or Eq. 6). Suppose Eq. 4 holds. Then either Eq. 5 or 𝜆𝜆1𝜆𝜆2 ≤ 1 with 

𝜆𝜆2 > 1, in which case, because of ii), we obtain Eq. 6.  

Eq. 5 ⟹ (Eq. 3 or Eq. 4). Suppose Eq. 5 holds. Then either Eq. 3 or 𝜆𝜆2(1 −𝑚𝑚) < 1, in 

which case Eq. 4 can be seen to be equivalent to  

𝜆𝜆1 >
1 − 𝜆𝜆2(1 −𝑚𝑚)

𝜆𝜆2 + (1 −𝑚𝑚)(1 − 2𝜆𝜆2)
 

which holds because, for 𝜆𝜆2 > 1, we have  

1 − 𝜆𝜆2(1 −𝑚𝑚)
𝜆𝜆2 + (1 −𝑚𝑚)(1− 2𝜆𝜆2)

<
1
𝜆𝜆2

, 

given that 𝜆𝜆2 + (1 −𝑚𝑚)(1− 2𝜆𝜆2) > 𝜆𝜆2 − (1 −𝑚𝑚)𝜆𝜆22 > 0.   

Eq. 6 ⟹ (Eq. 3 or Eq. 4). Suppose Eq. 6 holds. Then either Eq. 5, in which case we 

have (Eq. 3 or Eq. 4), or 𝜆𝜆1𝜆𝜆2 ≤ 1, in which case, because of ii), we obtain Eq. 4.   
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B5.  Lemma 1 

Any stationary state (𝜌𝜌1,𝜌𝜌2) ≠ (0,0) of Eq. 1 satisfies 0 < 𝜌𝜌1 < 𝜌𝜌2 < 1.  Furthermore, 

1 − 𝜆𝜆1−1 < 𝜌𝜌1 < 𝜌𝜌2 < 1 − 𝜆𝜆2−1.  

Proof: It was shown before that 0 < 𝜌𝜌1 < 1 and 0 < 𝜌𝜌2 < 1. Then, from 𝐹𝐹1 = 0 and 

𝐹𝐹2 = 0 we obtain  

𝜆𝜆1 < 𝜆𝜆2 ⇒
𝜌𝜌1

(1 − 𝜌𝜌1)[𝑚𝑚𝜌𝜌2 + (1 −𝑚𝑚)𝜌𝜌1]
<

𝜌𝜌2
(1 − 𝜌𝜌2)[𝑚𝑚𝜌𝜌1 + (1 −𝑚𝑚)𝜌𝜌2]

⇒ 

⇒
𝜌𝜌12

𝑚𝑚(1 − 𝜌𝜌1) + (1 −𝑚𝑚)𝜌𝜌1
<

𝜌𝜌22

𝑚𝑚(1 − 𝜌𝜌2) + (1 −𝑚𝑚)𝜌𝜌2
⇒ 𝜌𝜌1 < 𝜌𝜌2 

where the last step follows from the fact that the function 𝑓𝑓(𝑀𝑀) = 𝑥𝑥2

𝑚𝑚(1−𝑥𝑥)+(1−𝑚𝑚)𝑥𝑥
 is 

strictly increasing for 𝑀𝑀 > 0.  

Now, given that the reaction functions are increasing in their first argument, we have 

that, at a stationary state (𝜌𝜌1,𝜌𝜌2),  

𝜌𝜌1 = 𝜌𝜌1𝑅𝑅(𝜌𝜌2,𝑚𝑚) > 𝜌𝜌1𝑅𝑅(𝜌𝜌1,𝑚𝑚) = 1 − 𝜆𝜆1−1 

𝜌𝜌2 = 𝜌𝜌2𝑅𝑅(𝜌𝜌1,𝑚𝑚) < 𝜌𝜌2𝑅𝑅(𝜌𝜌2,𝑚𝑚) = 1 − 𝜆𝜆2−1 

B6. Derivatives of 𝛒𝛒𝟏𝟏𝐄𝐄 and 𝛒𝛒𝟐𝟐𝐄𝐄 with respect to 𝐦𝐦. 

These derivatives are defined in the region 𝜆𝜆2 > 1, with 𝑚𝑚 ∈ (0, 1) if 𝜆𝜆1𝜆𝜆2 > 1, and 

𝑚𝑚 ∈ (0, 𝑚𝑚) if 𝜆𝜆1𝜆𝜆2 ≤ 1.  

Let |𝐽𝐽𝐹𝐹,𝜌𝜌| be the determinant of the Jacobian matrix  

𝐽𝐽𝐹𝐹,𝜌𝜌 = �𝜕𝜕𝐹𝐹1/𝜕𝜕𝜌𝜌1 𝜕𝜕𝐹𝐹1/𝜕𝜕𝜌𝜌2
𝜕𝜕𝐹𝐹2/𝜕𝜕𝜌𝜌1 𝜕𝜕𝐹𝐹2/𝜕𝜕𝜌𝜌2

� 

By the implicit function theorem, we have that, at any stationary point with |𝐽𝐽𝐹𝐹,𝜌𝜌| ≠ 0,  

𝜕𝜕𝜌𝜌1𝐸𝐸

𝜕𝜕𝑚𝑚
= |𝐽𝐽𝐹𝐹,𝜌𝜌|−1(

𝜕𝜕𝐹𝐹1
𝜕𝜕𝜌𝜌2

𝜕𝜕𝐹𝐹2
𝜕𝜕𝑚𝑚

−
𝜕𝜕𝐹𝐹2
𝜕𝜕𝜌𝜌2

𝜕𝜕𝐹𝐹1
𝜕𝜕𝑚𝑚

),  and 

𝜕𝜕𝜌𝜌2𝐸𝐸

𝜕𝜕𝑚𝑚
= |𝐽𝐽𝐹𝐹,𝜌𝜌|−1(

𝜕𝜕𝐹𝐹2
𝜕𝜕𝜌𝜌1

𝜕𝜕𝐹𝐹1
𝜕𝜕𝑚𝑚

−
𝜕𝜕𝐹𝐹1
𝜕𝜕𝜌𝜌1

𝜕𝜕𝐹𝐹2
𝜕𝜕𝑚𝑚

) 

where  
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𝜕𝜕𝐹𝐹1
𝜕𝜕𝜌𝜌1

= 𝜆𝜆1[(1 −𝑚𝑚)(1− 2𝜌𝜌1) −𝑚𝑚𝜌𝜌2] − 1, 

𝜕𝜕𝐹𝐹1
𝜕𝜕𝜌𝜌2

= 𝜆𝜆1(1 − 𝜌𝜌1)𝑚𝑚,  and 

𝜕𝜕𝐹𝐹1
𝜕𝜕𝑚𝑚

= 𝜆𝜆1(1− 𝜌𝜌1)(𝜌𝜌2 − 𝜌𝜌1), 

with equivalent equations for the derivatives of 𝐹𝐹2. Considering that, at a stationary 

state, 𝐹𝐹1 = 0 and 𝐹𝐹2 = 0, we also have  

𝜕𝜕𝐹𝐹1
𝜕𝜕𝜌𝜌1

=
𝜆𝜆1(1 − 𝜌𝜌1)2(1−𝑚𝑚) − 1

1 − 𝜌𝜌1
,  and 

𝜕𝜕𝐹𝐹2
𝜕𝜕𝜌𝜌2

=
𝜆𝜆2(1 − 𝜌𝜌2)2(1−𝑚𝑚) − 1

1 − 𝜌𝜌2
 

Leading to  

𝜕𝜕𝜌𝜌1𝐸𝐸

𝜕𝜕𝑚𝑚
= |𝐽𝐽𝐹𝐹,𝜌𝜌|−1𝜆𝜆1(1 − 𝜌𝜌1)(𝜌𝜌2 − 𝜌𝜌1)[−𝑚𝑚𝜆𝜆2(1 − 𝜌𝜌2) −

𝜆𝜆2(1 − 𝜌𝜌2)2(1 −𝑚𝑚) − 1
1 − 𝜌𝜌2

],  and 

𝜕𝜕𝜌𝜌2𝐸𝐸

𝜕𝜕𝑚𝑚
= |𝐽𝐽𝐹𝐹,𝜌𝜌|−1𝜆𝜆2(1 − 𝜌𝜌2)(𝜌𝜌2 − 𝜌𝜌1)[𝑚𝑚𝜆𝜆1(1 − 𝜌𝜌1) +

𝜆𝜆1(1 − 𝜌𝜌1)2(1 −𝑚𝑚) − 1
1 − 𝜌𝜌1

] 

with  

|𝐽𝐽𝐹𝐹,𝜌𝜌| =
𝜆𝜆1(1− 𝜌𝜌1)2(1 −𝑚𝑚) − 1

1 − 𝜌𝜌1
𝜆𝜆2(1 − 𝜌𝜌2)2(1−𝑚𝑚) − 1

1 − 𝜌𝜌2
− 𝜆𝜆1𝜆𝜆2𝑚𝑚2(1− 𝜌𝜌1)(1 − 𝜌𝜌2) 

Let us first show that |𝐽𝐽𝐹𝐹,𝜌𝜌| ≠ 0 at the positive stationary state.  

As shown in B3, the first term in |𝐽𝐽𝐹𝐹,𝜌𝜌| is not null at a stationary state, so  

|𝐽𝐽𝐹𝐹,𝜌𝜌| = 0 ⇒ 1 −
𝜆𝜆1𝑚𝑚(1 − 𝜌𝜌1)2

1 − 𝜆𝜆1(1 −𝑚𝑚)(1− 𝜌𝜌1)2
 

𝜆𝜆2𝑚𝑚(1 − 𝜌𝜌2)2

1 − 𝜆𝜆2(1 −𝑚𝑚)(1 − 𝜌𝜌2)2
= 0 

But the product of the fractions in this expression is the product of the slopes of the 

reaction curves 𝜕𝜕𝜌𝜌1
𝑅𝑅

𝜕𝜕𝜌𝜌2

𝜕𝜕𝜌𝜌2𝑅𝑅

𝜕𝜕𝜌𝜌1
 which, following our previous discussion, must be less than one 

and positive at an interior crossing point. Consequently, |𝐽𝐽𝐹𝐹,𝜌𝜌| > 0 at the positive 

stationary state.    
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B7.  Proof of proposition 2 

Solving 𝜕𝜕𝜌𝜌2
𝐸𝐸

𝜕𝜕𝑚𝑚
= 0 with 𝐹𝐹1 = 0 and 𝐹𝐹2 = 0 provides a single solution at 𝑚𝑚 = 𝜌𝜌12

𝜌𝜌1−𝜌𝜌2
 which, 

by lemma 1, is negative, so 𝜕𝜕𝜌𝜌2
𝐸𝐸

𝜕𝜕𝑚𝑚
 does not change sign for 𝑚𝑚 ∈ (0, 1). It is then quick to 

check that 𝑑𝑑𝜌𝜌2𝐸𝐸

𝑑𝑑𝑚𝑚
 is negative in the region of existence of the positive stationary 

equilibrium, i.e., for 𝑚𝑚 ∈ (0, 1) if 𝜆𝜆1𝜆𝜆2 > 1, or 𝑚𝑚 ∈ (0,𝑚𝑚) if 𝜆𝜆1𝜆𝜆2 ≤ 1.  

B8.  Proof of proposition 3 

Solving 𝜕𝜕𝜌𝜌1
𝐸𝐸

𝜕𝜕𝑚𝑚
= 0 with 𝐹𝐹1 = 0 and 𝐹𝐹2 = 0 provides no solution for 𝑚𝑚 ∈ (0, 1) if 

𝜆𝜆1 ≥
�𝜆𝜆2

𝜆𝜆2−�𝜆𝜆2+1
. 

Given that �𝜆𝜆2
𝜆𝜆2−�𝜆𝜆2+1

= �𝜆𝜆2
(�𝜆𝜆2−1)2+�𝜆𝜆2

≤ 1, we have that if 𝜆𝜆1 > 1 then 𝜆𝜆1 > �𝜆𝜆2
𝜆𝜆2−�𝜆𝜆2+1

. 

Besides, for 𝜆𝜆2 > 1, 𝜆𝜆1 > �𝜆𝜆2
𝜆𝜆2−�𝜆𝜆2+1

⇒ 𝜆𝜆2𝜆𝜆1 > 1, and consequently the almost globally 

asymptotically stable positive equilibrium exists for 𝑚𝑚 ∈ [0, 1].  

Considering that, if 𝜆𝜆1 > �𝜆𝜆2
𝜆𝜆2−�𝜆𝜆2+1

, 𝑑𝑑𝜌𝜌1
𝐸𝐸

𝑑𝑑𝑚𝑚
 does not change sign with 𝑚𝑚 ∈ (0, 1), it is quick 

to check that 𝑑𝑑𝜌𝜌𝑟𝑟
𝐸𝐸

𝑑𝑑𝑚𝑚
 is positive for 𝑚𝑚 ∈ (0, 1).  

B9.  Proof of proposition 4 

Solving 𝜕𝜕𝜌𝜌1
𝐸𝐸

𝜕𝜕𝑚𝑚
= 0 with 𝐹𝐹1 = 0 and 𝐹𝐹2 = 0 provides, for 𝜆𝜆1 < �𝜆𝜆2

𝜆𝜆2−�𝜆𝜆2+1
, a unique solution 

at 𝑚𝑚 = 𝑚𝑚1 ∈ (0,1) : 

𝑚𝑚1 =
2𝜆𝜆1��𝜆𝜆2 − 1�

2

𝜆𝜆1 + 𝜆𝜆2 + 2𝜆𝜆1𝜆𝜆2 − 4𝜆𝜆1�𝜆𝜆2 − �4𝜆𝜆12𝜆𝜆2��𝜆𝜆2 − 1�
2

+ �𝜆𝜆1 + 𝜆𝜆2 − 2𝜆𝜆1�𝜆𝜆2�
2
 

such that 𝑑𝑑𝜌𝜌1
𝐸𝐸

𝑑𝑑𝑚𝑚
 is positive for 𝑚𝑚 ∈ (0,𝑚𝑚1) and negative for 𝑚𝑚 ∈ (𝑚𝑚1, 1) if 𝜆𝜆1𝜆𝜆2 > 1, or 

for 𝑚𝑚 ∈ (𝑚𝑚1,𝑚𝑚) if 𝜆𝜆1𝜆𝜆2 ≤ 1.  

The condition 𝜆𝜆1 < �𝜆𝜆2
𝜆𝜆2−�𝜆𝜆2+1

 implies 𝜆𝜆1 < 1 , so lim𝑚𝑚→0+ 𝜌𝜌1𝐸𝐸 = 0.   
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B10.  Proof of proposition 5 

Solving 𝜕𝜕𝜌𝜌2
𝐸𝐸

𝜕𝜕𝑚𝑚
+ 𝜕𝜕𝜌𝜌1𝐸𝐸

𝜕𝜕𝑚𝑚
= 0 leads to 𝜆𝜆1(1 − 𝜌𝜌1)2 = 𝜆𝜆2(1 − 𝜌𝜌2)2. Together with 𝐹𝐹1 = 0 and 

𝐹𝐹2 = 0, this provides the formula for the mixing level 𝑚𝑚𝜌𝜌 that maximizes the average 

diffusion, from which the results follow: 

𝑚𝑚𝜌𝜌 = 1
2𝜆𝜆1(𝜆𝜆1−𝜆𝜆2)2𝜆𝜆2

�2𝜆𝜆12𝜆𝜆2 + 𝜆𝜆13𝜆𝜆2 − 4𝜆𝜆1
5 2⁄ 𝜆𝜆2

3 2⁄ + 2𝜆𝜆1𝜆𝜆22 + 6𝜆𝜆12𝜆𝜆22 + 2𝜆𝜆13𝜆𝜆22 −

4𝜆𝜆1
3 2⁄ 𝜆𝜆2

5 2⁄ + 𝜆𝜆1𝜆𝜆23 + 2𝜆𝜆12𝜆𝜆23 − 2(𝜆𝜆1𝜆𝜆2)3 2⁄ − 4(𝜆𝜆1𝜆𝜆2)5 2⁄ − �𝜆𝜆15𝜆𝜆2 − �𝜆𝜆1𝜆𝜆25 +

Abs�−1 + �𝜆𝜆1𝜆𝜆2���𝜆𝜆1 − �𝜆𝜆2�
2
�𝜆𝜆1𝜆𝜆2 �𝜆𝜆22 + 𝜆𝜆12(1 + 4𝜆𝜆22) + 2𝜆𝜆1𝜆𝜆2�1 − 4�𝜆𝜆1𝜆𝜆2���  

B11.  Proof of proposition 6 

Solving 𝜕𝜕𝜌𝜌2
𝐸𝐸

𝜕𝜕𝑚𝑚
− 𝜕𝜕𝜌𝜌1𝐸𝐸

𝜕𝜕𝑚𝑚
= 0 for 𝑚𝑚, with 𝐹𝐹1 = 0 and 𝐹𝐹2 = 0, provides a unique positive 

solution at 𝑚𝑚 = 𝜌𝜌2𝜌𝜌1
𝜌𝜌2+𝜌𝜌1−1

𝜌𝜌2+𝜌𝜌1−2𝜌𝜌2𝜌𝜌1
(𝜌𝜌2−𝜌𝜌1)2

. For 0 < 𝜌𝜌𝑖𝑖 < 1, this expression is greater than 

one: it can be seen that the first fraction 𝜌𝜌2𝜌𝜌1
𝜌𝜌2+𝜌𝜌1−1

 is greater than one from expanding 

(1 − 𝜌𝜌1)(1 − 𝜌𝜌2) > 0. The second fraction is also greater than one because 𝜌𝜌𝑖𝑖2 < 𝜌𝜌𝑖𝑖. 

Consequently, 𝜕𝜕𝜌𝜌2
𝐸𝐸

𝜕𝜕𝑚𝑚
− 𝜕𝜕𝜌𝜌1𝐸𝐸

𝜕𝜕𝑚𝑚
 does not change sign in the considered range of values of 𝑚𝑚 

where the positive equilibrium exists. It is then quick to check that the difference is 

strictly decreasing.  

 

C Robustness 

A computer program available at https://luis-r-izquierdo.github.io/micopro/ implements the 

two-group SIS model. It allows testing the validity of the mean dynamic approximation 

for different population sizes and with heterogeneous propensities, uniformly 

distributed in each group around the group’s average value 𝜆𝜆𝑖𝑖.   

As an example, figure S4 shows the diffusion values obtained in each group and on 

average for a population of 1000 individuals with individual propensities in each group 

uniformly distributed in the range 𝜆𝜆𝑖𝑖  ∓ 0.3 𝜆𝜆𝑖𝑖, with 𝜆𝜆1 = 0.25 for the resistant group, 

and 𝜆𝜆2 = 2  for the susceptible group. The lines correspond to the equilibria obtained 

with the mean dynamic equations and each dot corresponds to an average across 10 

https://luis-r-izquierdo.github.io/micopro/
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independent samples of the time-averaged infection values obtained between time 

periods 10 000 and 11 000 (after the system has had time to evolve towards an 

equilibrium from the initial conditions). Even with the considered level of 

heterogeneity, the correspondence between the simulated values and the mean field is 

very precise but for the cases in which the expected equilibrium levels are positive but 

low (corresponding to mixing levels between 0.45 and 0.60 in the represented case), as 

some simulations will then reach the absorbing state in which there is no infection and 

will remain there. In every other case, we obtain dispersion ranges between samples 

which are less than 1% for the resistant group and less than 6% for the susceptible 

group. The initial conditions turn out not to be relevant (as expected), provided that the 

initial fractions of infected individuals are not too close to 0. The results in the graph 

were obtained with a 10% initial fraction of infected individuals.   

 

Fig. S4. Average fraction of infected individuals in each group (red and blue dots) and in the whole 
population (green dots) as a function of the mixing level, with heterogeneous individual propensities 
within groups. The dots correspond to simulations of the process. The lines correspond to the equilibria 
obtained from the mean dynamic equations using the average values for the propensities in each group: 
𝝀𝝀𝟏𝟏 = 𝟎𝟎.𝟐𝟐𝟐𝟐 and 𝝀𝝀𝟐𝟐 = 𝟐𝟐. The dispersion range of individual propensities within each group is ±30% of the 
average value, following a uniform distribution in that range. 
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D Extended model 

Consider an extended model which includes as parameters for each population 𝑖𝑖 ∈

{1, 2} the following contagion and recovery rates, conditional on the current state of the 

interacting individual (or network partner):  

• 𝜐𝜐𝑖𝑖|0: rate at which individuals in state 0 being matched to an individual in state 0 

adopt state 1. In an infection model, this is the rate of infection when meeting a healthy 

partner. In a school motivation model, this is the rate at which students in motivation 

state 0 and with a partner in motivation state 0 adopt motivation state 1.  

• 𝜐𝜐𝑖𝑖|1: rate at which individuals in state 0 being matched to an individual in state 1 

adopt state 1. This is the rate of infection when meeting an infected partner.  

• 𝛿𝛿𝑖𝑖|0: rate at which individuals in state 1 being matched to an individual in state 0 

adopt state 0. This is the rate of recovery when having a healthy partner.  

• 𝛿𝛿𝑖𝑖|1: rate at which individuals in state 1 being matched to an individual in state 1 

adopt state 0. This is the rate of recovery when having an infected partner.  

Leaving apart the limit cases in which some parameters are either 1 or null, we assume 

that 0 < 𝜐𝜐𝑖𝑖|0 < 𝜐𝜐𝑖𝑖|1 < 1 and 0 < 𝛿𝛿𝑖𝑖|1 < 𝛿𝛿𝑖𝑖|0 < 1.  

The probability that an individual in group 𝑖𝑖 interacts with an individual in state 1 is 

𝐼𝐼𝑖𝑖 = (1 −𝑚𝑚)𝜌𝜌𝑖𝑖 + 𝑚𝑚𝜌𝜌𝑗𝑗, with index 𝑗𝑗 indicating the other group: 𝑗𝑗 ∈ {1, 2}, 𝑗𝑗 ≠ 𝑖𝑖.   

The system of differential equations describing the evolution of adoption in each group 

over time is:  

𝜌𝜌�̇�𝚤 = (1 − 𝜌𝜌𝑖𝑖)[𝜐𝜐𝑖𝑖|1𝐼𝐼𝑖𝑖 + 𝜐𝜐𝑖𝑖|0(1 − 𝐼𝐼𝑖𝑖)] − 𝜌𝜌𝑖𝑖[𝛿𝛿𝑖𝑖|1𝐼𝐼𝑖𝑖 + 𝛿𝛿𝑖𝑖|0(1 − 𝐼𝐼𝑖𝑖)] 

For each value of 𝑚𝑚 and 𝜌𝜌𝑗𝑗 ∈ [0, 1], 𝜌𝜌�̇�𝚤 is a second degree polynomial in 𝜌𝜌𝑖𝑖 such that  

𝜌𝜌�̇�𝚤(𝜌𝜌𝑖𝑖 = 0) = 𝜐𝜐𝑖𝑖|0 + 𝑚𝑚𝜌𝜌𝑗𝑗(𝜐𝜐𝑖𝑖|1 − 𝜐𝜐𝑖𝑖|0) > 0, and 

𝜌𝜌�̇�𝚤(𝜌𝜌𝑖𝑖 = 1) = −[𝛿𝛿𝑖𝑖|1 + 𝑚𝑚(1 − 𝜌𝜌𝑗𝑗)(𝛿𝛿𝑖𝑖|0 − 𝛿𝛿𝑖𝑖|1)] < 0. 

Consequently, for each value of 𝑚𝑚 and 𝜌𝜌𝑗𝑗 ∈ [0, 1] there is a unique and positive value 

of 𝜌𝜌𝑖𝑖 ∈ [0, 1] satisfying 𝜌𝜌�̇�𝚤 = 0, and this equation defines a "reaction function" 

𝜌𝜌𝑖𝑖𝑅𝑅: [0, 1] × [0, 1] → (0, 1), (𝜌𝜌𝑗𝑗,𝑚𝑚) → 𝜌𝜌𝑖𝑖𝑅𝑅(𝜌𝜌𝑗𝑗 ,𝑚𝑚), which provides the corresponding 

equilibrium diffusion level in group 𝑖𝑖.   
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It is not difficult to see that, for a fixed value of 𝑚𝑚, 𝜌𝜌𝑖𝑖𝑅𝑅 is strictly increasing in 𝜌𝜌𝑗𝑗 (this 

follows from the fact that 𝜕𝜕𝜌𝜌𝚤𝚤̇
𝜕𝜕𝜌𝜌𝑗𝑗

> 0) and that, if (𝜐𝜐𝑖𝑖|1 − 𝜐𝜐𝑖𝑖|0) > (𝛿𝛿𝑖𝑖|0 − 𝛿𝛿𝑖𝑖|1), it is also 

strictly concave (strictly convex if the inequality is reversed). For the strictly concave-

concave case, as well as for the strictly convex-convex case (which can be easily 

transformed to the concave-concave case via a change of variables), the same arguments 

used before can be applied to show that there is a unique interior globally 

asymptotically stable stationary state.   

    

 

 

Fig. S5. Equilibrium diffusion values as a function of the mixing level in the extended model. Parameter 
values (%): �𝝊𝝊𝟏𝟏|𝟎𝟎,𝝊𝝊𝟏𝟏|𝟏𝟏,𝜹𝜹𝟏𝟏|𝟏𝟏,𝜹𝜹𝟏𝟏|𝟎𝟎� = (𝟏𝟏,𝟖𝟖𝟎𝟎,𝟏𝟏,𝟐𝟐𝟎𝟎);  (𝝊𝝊𝟐𝟐|𝟎𝟎,𝝊𝝊𝟐𝟐|𝟏𝟏,𝜹𝜹𝟐𝟐|𝟏𝟏,𝜹𝜹𝟐𝟐|𝟎𝟎) = (𝟏𝟏,𝟏𝟏𝟐𝟐,𝟔𝟔𝟎𝟎,𝟕𝟕𝟎𝟎). 

 

Figure S5 illustrates the equilibrium diffusion values (𝜌𝜌1𝐸𝐸 ,𝜌𝜌2𝐸𝐸) as a function of the 

mixing level 𝑚𝑚 for a parameterization of this model. It shows that the same qualitative 

features that we discussed for the multi-group SIS model also apply to this extended 

model: in particular, the diffusion level in a group can be a non-monotonic function of 

the mixing level, and there can be Pareto-inefficient mixing levels. Again, for policy 

considerations, it also shows that the qualitative global effect of modifying the level of 

segregation or mixing between groups varies with the parameter values of the groups: 

given most reasonable sets of objectives, a modification of the segregation level in one 

direction (increase or decrease) could be beneficial or prejudicial depending on the 

status quo and on the parameter values of both groups.  
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